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A person’s risk preference may determine significant life outcomes (e.g., in finance or health),
and people are therefore routinely asked to report their risk preferences in various scientific
and applied contexts. Yet, still little is known concerning the cognitive underpinnings of this
judgment-formation process. We ran two studies (N = 250, and N = 150 in a retest) imple-
menting the process-tracing method of aspect listing, to investigate the information-integration
processes underlying people’s self-reports by means of cognitive modeling (RQ1), as well
as to examine people’s cognitive representations of their risk preferences (RQ2). Our analy-
ses indicate that interindividual differences in self-reported risk preferences can be modeled
well based on the listed aspects’ properties of evidence and substantially better than using
sociodemographic variables as predictors. Specifically, to render self-reports people appear to
integrate the strength of evidence of multiple aspects sampled from memory. These aspects
further revealed that people’s cognitive representation of their risk preferences mostly relate
to the magnitudes of outcomes and often to explicit trade-offs between positive and negative
outcomes, in line with a risk–return perspective. Crucially, within participants the strength of
evidence of the listed aspects remained highly stable across the two studies (RQ3), and changes
therein were closely related to changes in self-reported risk preference (RQ4). In sum, our
findings provide insight into the cognitive processes of how people render self-reports of their
risk preferences, suggest an explanation for the well-documented temporal stability thereof,
and thus corroborate the internal validity of this measurement approach.
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“Are you generally a person who is willing to take risks
or do you try to avoid taking risks?” Chances are that a per-
son is confronted with this or a similar question in numerous
settings, such as when discussing private investments with a
financial advisor (Balatel et al., 2013; Ferrarini & Wymeer-
sch, 2006) or when taking part in one of the many panel
studies that are routinely conducted around the world (e.g.,
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the German Socio-Economic Panel, SOEP; Dohmen et al.,
2011; Lejarraga, Frey, Schnitzlein, & Hertwig, 2019). These
measurement attempts are not surprising, given that people’s
risk preferences may shape important life outcomes, such as
financial bankruptcy as a consequence of risky investments,
or addiction as a consequence of experimenting with sub-
stance use. But how do people render judgments concerning
their own risk preferences? And can such stated preferences
indeed be considered valid?

In psychology and the behavioral sciences more gener-
ally, self-reports have a long-lasting and successful tradi-
tion (Cronbach, 1946; Galton, 1874; Guttman, 1944; Lik-
ert, 1932; Thurstone, 1927, 1928). For example, self-
report measures were instrumental in the discovery of ma-
jor constructs such as the Big Five personality dimensions
(e.g., McCrae & Costa, 1987) and continue to be an im-
portant tool for studying concepts such as grit (e.g., Duck-
worth, Peterson, Matthews, & Kelly, 2007) or well-being
(e.g., Diener, 1984; Kahneman & Deaton, 2010). Crucially,
self-report measures not only are easy to implement (e.g.,
Dohmen et al., 2011; Duckworth & Yeager, 2015) but of-
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ten also exhibit desirable psychometric properties. To illus-
trate, in the context of risk preference and closely related
constructs, self-report measures were found to have high
convergent validity, test–retest reliability, and predictive va-
lidity (Beauchamp, Cesarini, & Johannesson, 2017; Duck-
worth & Yeager, 2015; Frey, Pedroni, Mata, Rieskamp, &
Hertwig, 2017; Galizzi, Machado, & Miniaci, 2016; Lön-
nqvist, Verkasalo, Walkowitz, & Wichardt, 2015; Mata, Frey,
Richter, Schupp, & Hertwig, 2018; Rohrer, 2017). By con-
trast, their behavioral counterparts—that is, game-like tasks
such as monetary lotteries, which may be indispensable for
applications such as examining the functional neural archi-
tecture of risk preference (e.g., Tisdall et al., 2020; Tom, Fox,
Trepel, & Poldrack, 2007)—generally tend to be more intri-
cate to implement (see Andreoni & Kuhn, 2019; Pedroni et
al., 2017) and often fail to meet fundamental measurement
properties (e.g., Beauchamp et al., 2017; Berg, Dickhaut, &
McCabe, 2005; Eisenberg et al., 2019; Frey et al., 2017; Lön-
nqvist et al., 2015; Mata et al., 2018; Steiner & Frey, 2021).

Given the widespread adoption of self-report measures of
risk preference in the behavioral sciences, it is surprising that
there has been hardly any effort to systematically examine the
cognitive processes and representations underlying people’s
self-reports (for exceptions, see Arslan et al., 2020; Jarecki
& Wilke, 2018) and to thus shed some light onto the poten-
tial origins of these measures’ desirable psychometric prop-
erties. Hence, several important questions remain largely un-
addressed: What kind of evidence do people rely on during
their judgment-formation process? What are the qualitative
and quantitative properties of this process? And do cogni-
tive explanations exist for the observation that people’s self-
reported risk preferences remain highly stable across time
(e.g., Frey et al., 2017; Lönnqvist et al., 2015; Mata et al.,
2018)? The goal of this article is to address these questions
and “unpack” people’s self-reports of their risk preferences,
by modeling the information-integration processes underly-
ing such self-reports, and thus testing the internal validity of
this measurement approach.

The Psychology of Judgment Formation

Several streams in cognitive psychology assume judg-
ment formation to rest on some form of internal or external
information-sampling process. External information sam-
pling (i.e., Brunswikian sampling; Fiedler & Juslin, 2005;
Juslin & Olsson, 1997) has been extensively studied, of-
ten with the finding that observed samples predict people’s
choices and behaviors well (e.g., Fiedler, Renn, & Kareev,
2010; Hertwig, Barron, Weber, & Erev, 2006; Lindskog,
Winman, & Juslin, 2013). In these investigations, compu-
tational models constitute a tool to systematically study the
links between the external samples that participants observed
and their choices or judgments—by formalizing the cogni-
tive processes involved in information use and integration

(e.g., Frey, Mata, & Hertwig, 2015; Frey, Rieskamp, & Her-
twig, 2015; Kellen, Pachur, & Hertwig, 2016; Yechiam &
Busemeyer, 2005).

When facing the task of providing a self-report, one typ-
ically cannot rely on external information but instead has to
draw internal samples of one’s own past behaviors and ex-
periences (i.e., Thurstonian sampling; Bem, 1967; Fiedler &
Juslin, 2005; E. J. Johnson, Häubl, & Keinan, 2007; Juslin &
Olsson, 1997). This process may involve three broad stages,
each involving different cognitive processes: First, informa-
tion has to be retrieved from memory. Although memory
retrieval has been a central assumption in models of sur-
vey cognition (e.g., Duckworth & Yeager, 2015; Jobe, 2000,
2003; Schwarz & Oyserman, 2001), concrete properties of
this process have rarely been specified (for an overview,
see Jobe & Herrmann, 1996; Koriat, Goldsmith, & Pansky,
2000; Tourangeau, Rips, & Rasinski, 2000). Second, the in-
formation retrieved from memory has to be integrated into
an internal representation. Third and finally, the result of
this information-integration process has to be rendered into
a concrete output, for instance, mapping onto a specific re-
sponse format (e.g., a Likert scale).

The focus of this article lies on the second stage; that
is, the information-integration processes underlying peo-
ple’s self-reports. The respective cognitive processes have
only rarely been studied systematically (for an exception,
see Jarecki & Wilke, 2018) but information-integration pro-
cesses are naturally paramount in research on judgment and
decision making more generally (e.g., Dawes & Corrigan,
1974; Gigerenzer & Goldstein, 1996; Hastie & Park, 1986;
Payne, Bettman, & Johnson, 1988). This line of research
has identified three basic properties of evidence, which may
also be of importance when people integrate information to
render a self-report of their risk preferences: First, in their
work on confidence judgments, Griffin and Tversky (1992)
referred to the weight of evidence as the amount of infor-
mation taken into account during a particular judgment (see
also Kvam & Pleskac, 2016). Specifically, in their study on
fairness assessments of biased coins (i.e., external samples),
the weight of evidence referred to how many times a coin was
spun and hence, the number of outcomes observed (i.e., sam-
ple size). Translated into the process of self-reporting one’s
risk preference, the weight of evidence may consist of how
many pieces of information are retrieved from memory and
either speak pro or contra risk taking. Indeed, initial evidence
suggests that the weight of evidence of retrieved information
may play an important role in the context of rendering self-
reports (see introduction to study 1).

Second, the strength of evidence refers to the extremeness
of the available information; that is, how strongly a partic-
ular piece of information supports a certain judgment (Grif-
fin & Tversky, 1992; Kvam & Pleskac, 2016; see also Ko-
riat, 1993). In the work of Griffin and Tversky (1992), the
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strength of evidence was defined as how strongly the bias
showed up across the entire sample of spun coins (i.e., ef-
fect size). Whereas in this example a single coin spin always
yields equally strong evidence (i.e., in one or the other direc-
tion), in other contexts single pieces of information vary in
terms of their strength of evidence (e.g., Hertwig & Pleskac,
2010). Translated into the process of self-reporting one’s risk
preference, this implies that a single yet “strong” piece of
information may outweigh multiple “weak” pieces of infor-
mation. The strength of evidence might play a focal role in
the process of rendering self-reports, given the observations
of Griffin and Tversky (1992) as well as Kvam and Pleskac
(2016) that people tend to focus on the strength of evidence
rather than on the weight of evidence when rendering judg-
ments based on external samples. To date it remains untested
to what extent the strength of evidence of available informa-
tion is relevant in the context of rendering self-reports of risk
preference.

Third, a large body of research into serial-position effects
suggests that people are highly sensitive to the order of infor-
mation (e.g., Hertwig, Barron, Weber, & Erev, 2004; Hoga-
rth & Einhorn, 1992; Yechiam & Busemeyer, 2005). For ex-
ample, it has been observed that the endowment effect may
at least in part result from order effects in the aggregation
process of respondents’ internal samples, as information re-
trieved in the beginning was more indicative of participants’
judgments (E. J. Johnson et al., 2007). Whereas some re-
search into the sequential aggregation of internal or exter-
nal samples has found such primacy effects (e.g., E. J. John-
son et al., 2007; Weber et al., 2007), other research suggests
the occurrence of recency effects (e.g., Barron & Yechiam,
2009; Highhouse & Gallo, 1997; Hogarth & Einhorn, 1992).
Hence, to the extent that people rely on multiple pieces of
information when rendering self-reports, accounting for or-
der effects may be important in the sense that information
retrieved either at the beginning or at the end of the internal
sampling process may be particularly influential.

Taken together, in contrast to research on decision making
based on external samples, far less research exists on judg-
ment formation based on internal samples—as are poten-
tially drawn when rendering a self-report of one’s risk prefer-
ence. We aim to take a step towards closing this gap, by fos-
tering a better understanding of the information-integration
processes taking place when people render self-reports.

Aspect Listing: A Tool to Unpack Self-Reports

As information-integration processes typically remain
hidden from direct observation, some research has employed
the process-tracing method of aspect listing to gain a win-
dow into people’s minds (E. J. Johnson et al., 2007; We-
ber et al., 2007; for a review see Schulte-Mecklenbeck et
al., 2017). Specifically, this methodology entails prompt-
ing people to sequentially list their thoughts—typically re-

ferred to as aspects—that spontaneously cross their minds
when responding to judgment or valuation questions. That
is, by not prompting people to reflect on how they rendered a
self-report in hindsight, this process-tracing method aims to
avoid triggering any unnatural metacognitive processes, in-
cluding potentially distorted post-hoc rationalizations (Nis-
bett & Wilson, 1977; but also see Hurlburt & Heavey, 2001).1

Instead, and much like in research relying on think-aloud
protocols, this method aims to trace the natural information-
integration process “on the fly” (Ericsson & Simon, 1980).

Previous research adopting aspect listing has yielded sev-
eral important insights, including into the cognitive processes
underlying the endowment effect (e.g., E. J. Johnson et al.,
2007), inter-temporal choice (e.g., Appelt, Hardisty, & We-
ber, 2011; Weber et al., 2007), the effect of attribute fram-
ing on choice (e.g., Hardisty, Johnson, & Weber, 2010), or
domain-specificity in evolutionary content-domains (Jarecki
& Wilke, 2018). Moreover, methods related to aspect list-
ing (“thought-protocols” collecting information in a some-
what less structured way and after a judgment has already
been provided) have also permitted several qualitative in-
sights into judgment formation: For example, when render-
ing self-reports of life satisfaction (Schimmack, Diener, &
Oishi, 2002) or risk preference (Arslan et al., 2020), people
appear to rely mostly on personal experiences rather than on
social comparisons (for details, see the introduction of study
1). Yet, contrary to the method of aspect listing these latter
approaches do not readily permit the quantitative modeling
of any information-integration processes, as the respective
thought-protocols are typically not broken down into “atomic
components” of evidence (e.g., the weight vs. strength of
evidence).

Overview and Research Aims

The goal of this article is to promote a better understand-
ing of the psychology underlying people’s self-reports of
their risk preferences: Although people are routinely asked
to provide such self-reports in scientific and applied con-
texts, the underlying information-integration processes and
people’s respective cognitive representations remain largely
unknown.

To this end, study 1 implemented a cognitive modeling ap-
proach to account for people’s self-reported risk preferences
based on various quantitative dimensions of evidence—as
extracted from the listed aspects. Specifically, to what extent
does a cognitive account potentially outperform various so-
ciodemographic variables in predicting interindividual differ-

1Aspect listing may be complemented by prompting respon-
dents to provide additional ratings of the aspects they had previously
listed (e.g., how strongly an aspect speaks in favor of or against a
particular choice or judgment), and such additional ratings would
thus classify as a metacognitive task (Greifeneder & Schwarz, 2014;
Hurlburt & Heavey, 2001; Koriat, 2007; Koriat et al., 2000).



4 STEINER, SEITZ, & FREY

ences in self-reported risk preferences (RQ1a)? And how in-
fluential are the three reviewed properties of evidence in peo-
ple’s information-integration processes (RQ1b)? Moreover,
by analyzing the content of the listed aspects, study 1 also
permitted obtaining a range of qualitative insights into the
cognitive representations of people’s risk preferences (RQ2).

Subsequently, study 2 aimed at testing a longitudinal hy-
pothesis that logically follows from the assumption that peo-
ple’s self-reports of their risk preferences emerge from quan-
tifiable information-integration processes and robust cogni-
tive representations. Specifically, the high temporal stabil-
ity of self-reported risk preference, as observed repeatedly
in previous research (e.g., Frey et al., 2017), may originate
from relatively stable cognitive representations of one’s own
behaviors and experiences. Therefore, in a retest study we
examined the stability of the content of the listed aspects
(RQ3a) and the stability of the listed aspects’ strength of ev-
idence (RQ3b), to test whether stability and change in any
of these two dimensions are systematically associated with
stability and change in self-reported risk preference (RQ4a
and RQ4b).

In addressing these research aims, we attached great im-
portance to adhering to transparent and reproducible scien-
tific practices and thus published a preregistration including
the full theoretical rationale, all data, and the analyses scripts
at https://osf.io/gndjw.

Study 1

Information-integration processes have long been of cen-
tral interest in the literature on judgment and decision mak-
ing (e.g., Dawes & Corrigan, 1974; Gigerenzer & Goldstein,
1996; Hastie & Park, 1986; Payne et al., 1988), and a di-
verse set of modeling approaches has thus emerged in this
regard. For instance, in the framework of the Brunswikian
lens model the cognitive integration of external cues into a
judgment has been modeled descriptively by means of simple
linear models (Hammond & Stewart, 2001; Hastie & Dawes,
2001), which were also used to address normative questions
concerning information integration in various judgment pro-
cesses (e.g., the role of proper vs. improper linear models in
decision making; Dawes, 1979). Another substantive body
of research has focused on noncompensatory heuristics to
examine information use and integration in the context of
inferential choice (e.g., take-the-best, TTB; Gigerenzer &
Brighton, 2009; Gigerenzer & Goldstein, 1996, 1999). Fi-
nally, research into sequential information integration has de-
veloped sophisticated fractional-adjustment models to study,
for instance, the role of serial position effects in information
integration (e.g., Hogarth & Einhorn, 1992; Sutton & Barto,
1998).

To address RQ1 in study 1—that is, how well peo-
ple’s self-reported risk preferences can be quantitatively ac-
counted for based on the listed aspects (RQ1a), and how in-

fluential different properties of these aspects are in people’s
self-reports (RQ1b)—we built on these different strands of
research and implemented a twofold-approach. First, we di-
rectly sampled a set of models from the literature, aimed at
covering a large model space to thus incorporate models that
account for (different combinations of) the strength of ev-
idence, the weight of evidence, and the order of evidence.
As reviewed above, these dimensions constitute three key
properties of evidence that people may rely on when render-
ing self-reports. Our approach followed a proof-of-concept
provided by Jarecki and Wilke (2018), who used cognitive
process models to study risk taking in different evolution-
ary domains. Yet, our approach was different in the sense
that it focused on general risk preference, modeled continu-
ous self-reports (as opposed to hypothetical binary choices),
and importantly, took into account the listed aspects’ strength
of evidence—a property that may be highly relevant during
information integration according to previous observations
(Griffin & Tversky, 1992; Kvam & Pleskac, 2016). Second,
as some of the different models turned out to yield simi-
lar predictions when applied to the empirical data of study
1 we also implemented a set of Bayesian ordinal regres-
sion models using the listed aspects’ weight of evidence and
strength of evidence as direct predictors of self-reported risk
preference—to thus facilitate a direct comparison between
the roles of these two properties of evidence.

Beyond analyzing quantitative aspects of the information-
integration processes (i.e., RQ1a and RQ1b), the method of
aspect listing also permitted conducting a series of more
qualitative analyses, which allowed insight into people’s
cognitive representations of their risk preferences (RQ2).
Specifically, these analyses characterized the content and
sources of the aspects people rely on during information inte-
gration, such as whether people predominantly tap into per-
sonal experiences or social comparisons to render their self-
reports (e.g., Arslan et al., 2020; Schimmack et al., 2002),
or how frequently people typically experience in daily life
what they consider as aspects during judgment formation.
Previous research along these lines, which has prompted re-
spondents to explain their previously stated risk preferences,
found that people mainly considered risks that they had per-
sonally taken, which were rather voluntary, had known and
controllable consequences, and were old and familiar (Arslan
et al., 2020). Our approach promised to corroborate and ex-
tend these findings, as we prompted participants to concur-
rently list the aspects that crossed their minds during judg-
ment formation (i.e., as opposed to after already having pro-
vided a response, which in principle could lead to distorted
reports; Nisbett & Wilson, 1977). Moreover, as the approach
of aspect listing taps into people’s cognitive representations
in a semi-structured way (i.e., collecting aspects one by one),
it is possible to examine, for instance, the content and sources
separately for aspects that speak either pro or contra risk tak-

https://osf.io/gndjw
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ing (i.e., pro-aspects and contra-aspects, respectively). In ad-
dressing RQ2, we again relied on a two-fold approach: We
first analyzed the cognitive representations based on respon-
dents’ own ratings of their aspects. Second, we also relied
on the evaluations of a subset of 300 aspects as provided by
external raters. The latter evaluations rendered possible fur-
ther insight concerning the content of the aspects (e.g., clas-
sification to various content domains) as well as an external
validation of the aspects’ strength of evidence.

Methods

We collected data from 250 participants via Amazon
MTurk (115 females; mean age: 37.4 years; range: 18 – 73
years; mean number of years of education: 15.2; modal in-
come: 1,000 - 2,000 USD per month). To ensure a high data
quality, only MTurkers with an approval rate of at least 95%
and who had completed at least 500 HITs (i.e., human in-
telligence tasks) on Amazon MTurk were eligible to partici-
pate (Peer, Vosgerau, & Acquisti, 2014; see also Buhrmester,
Kwang, & Gosling, 2011; Casler, Bickel, & Hackett, 2013;
Paolacci, Chandler, & Ipeirotis, 2010). Moreover, partici-
pants had to pass two attention check questions and provide
ratings of at least 25 out of 100 on questions asking how fo-
cused they were and how much effort they put into the study.
Data were collected in 2019. Study completion on average
took 6 minutes, for which participants were reimbursed with
0.85 USD. Both studies were approved by the ethics commit-
tee of the Faculty of Psychology of the University of Basel
(#023-18-1).

According to a prior model recovery analysis (see pre-
registration; cf. Gluth & Jarecki, 2019), a sample of 250
participants was sufficiently large for the separate models to
be recovered with high recovery rates, except for two mod-
els which were thus excluded from the model space. This
sample size is also sufficient to detect small to medium ef-
fects in a frequentist framework ( f 2 of .03 with a power of
1 − β = .80; calculated using G∗Power 3.1, Faul, Erdfelder,
Buchner, & Lang, 2009) for the most complex regression
model involving three predictors (i.e., query theory, see be-
low). Note, however, that we conducted all analyses in a
Bayesian framework and we thus report 95% credible inter-
vals (95% CIs) rather than p-values (unlike in a frequentist
framework, the 95% CI indicates the range that contains the
population parameter with a probability of 95%).

All analyses were performed using R (R Core Team,
2020). We used the rstanarm and brms packages for the
regression analyses (Bürkner, 2017; Goodrich, Gabry, Ali,
& Brilleman, 2018) and implemented the default priors as
provided by these packages (see Supplemental Material, SM,
section 4.3).

Procedure

After reading general instructions, participants provided
informed consent and sociodemographic information. They
were then shown the general risk item of the SOEP (“Are you
generally a person who is willing to take risks or do you try
to avoid taking risks?”; e.g., Dohmen et al., 2011). Yet, prior
to actually providing an answer participants were prompted
to think of (and list) all reasons that crossed their minds while
coming up with an answer (the exact wording is available on
https://osf.io/gndjw). Specifically, participants had to report
at least one aspect and were asked to continue reporting as-
pects until they could not think of any further aspects. Once
done with this task, participants provided their rating to the
SOEP general risk item on a scale ranging from 0 to 10. The
procedure of first implementing the aspect listing followed
the original protocol (E. J. Johnson et al., 2007; Weber et al.,
2007); we specifically pretested potential order effects (i.e.,
self-reported risk preference first vs. aspect listing first) in
a dedicated pilot study (see preregistration), which revealed
no credible mean differences of self-reported risk preferences
in the two examined orders. Finally, participants were se-
quentially presented with the aspects that they had previously
listed (in randomized order), and were prompted to evaluate
these aspects on a series of dimensions (i.e., including the
aspects’ strength of evidence as well as dimensions tapping
the content and sources of the aspects; see Table 1 and the
respective sections below).

Procedure and analyses concerning RQ1a and RQ1b

To formally model the information-integration processes
underlying people’s self-reports (RQ1a and RQ1b), we im-
plemented the following steps.

Operationalization of the aspects’ properties of evi-
dence. We operationalized the three quantitative proper-
ties of evidence reviewed above as follows (see Table 1):
First, we operationalized the strength of evidence as partic-
ipants’ ratings of how strongly each aspect supports risk-
avoidance or risk-seeking, ranging from -50 to 50. Sec-
ond, to determine the weight of evidence, we classified the
aspects—based on the rated strength-of evidence—as ei-
ther pro-aspects (strength of evidence > 0) or contra-aspects
(strength of evidence < 0) and then counted the number of
pro- and contra-aspects for each participant. Third and fi-
nally, the order of evidence naturally followed from the se-
quence by which participants listed the aspects.

Model space and model selection criteria. We initially
implemented six separate models (for a detailed description
of all models, see SM section 4.1) to cover various combina-
tions of the three properties of evidence as reviewed above.
Specifically, the EXT model (inspired by the TTB heuristic;
Gigerenzer & Goldstein, 1996, 1999) used the most extreme
strength of evidence (i.e., the one the furthest away from the
center of the scale) as predictor; the FIRST model used the

https://osf.io/gndjw
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strength of evidence of the aspect listed first in the sequence
as predictor (for related lexicographic models such as take-
the-first; see Jarecki & Wilke, 2018; J. G. Johnson & Raab,
2003); and the LAST model used the strength of evidence of
the aspect listed last in the sequence as predictor. These three
models were non-compensatory models; the remaining three
models were compensatory models. Specifically, the SUM
model (a weighted additive model; see Payne et al., 1988)
used the sum of the strength of evidence of all aspects listed
by a participant as predictor; query theory (QT; E. J. John-
son et al., 2007; Weber et al., 2007) was implemented as a
linear model with the weight of evidence (the number of pro-
aspects and the number of contra-aspects separately) and the
order of evidence as predictors; and finally, the value up-
dating model (VUM; an instance of a fractional-adjustment
model; Hertwig et al., 2006; Hogarth & Einhorn, 1992) im-
plemented a weighted average of the strength of evidence as
predictor, rendering possible the capture both of primacy and
recency effects.

To enable a fair model comparison—accounting for the
fact that some models (i.e., QT and VUM) had free param-
eters whereas others did not—we purely focused on predic-
tive accuracy (i.e., out-of-sample prediction). Thereby, ad-
justable parameters only provide an advantage for a model if
they actually help explain systematic variance (e.g., Yarkoni
& Westfall, 2017). To this end, we employed a five-fold
cross-validation approach. That is, we partitioned the data in
five subsets (folds) and used four folds to fit the free param-
eters (i.e., in the case QT and VUM) and predicted the fifth
(hold-out) fold with the obtained parameter estimate. Given
our data structure with one response per participant, all pa-
rameters were estimated across participants. This procedure
was repeated for all models until each of the five folds was
predicted once by every model. We then determined the aver-
age (i.e., across the independent hold-out samples) Spearman
rank correlations (i.e., rs) between the model predictions and
the self-reported risk preferences.

Based on a prior model recovery analysis (see preregistra-
tion), the six initial models were expected to yield somewhat
correlated yet sufficiently distinguishable predictions. Ulti-
mately, however, in study 1 the models ended up making rel-
atively similar predictions, given the average of 3.4 aspects
that participants listed (note that this number is in line with
previous studies, e.g., Jarecki & Wilke, 2018; E. J. Johnson
et al., 2007; Weber et al., 2007), and given that participants
tended to list either only pro-aspects or only contra-aspects
(which also made it difficult to systematically study order ef-
fects). To illustrate, FIRST and LAST resulted in very simi-
lar model predictions, and a parameter recovery analysis for
the VUM indicated that different values for the weighting pa-
rameter (i.e., capturing recency or primacy effects) resulted
in very similar model predictions (see SM section 4.5).

We thus also pursued a complementary approach as a ro-

bustness check. Specifically, we employed two Bayesian or-
dinal regression models, using the aspects’ strength of ev-
idence and weight of evidence (i.e., averaged per partici-
pant; when averaging the weight of evidence each pro-aspect
was given the value 1, and each contra-aspect was given the
value -1), respectively, to predict self-reported risk prefer-
ences (see Table 1). We relied on multiple indices to compare
these models: First, we compared their expected log predic-
tive density (ELPD)—a statistic that provides an estimate of
the to-be-expected out-of-sample predictive performance—
based on the leave-one-out information criterion (LOOIC),
which is similar to the Akaike information criterion (AIC)
but better suited for Bayesian model comparisons, as it can
account for the implemented priors (Vehtari, Gelman, &
Gabry, 2017). Moreover, we compared the models’ accu-
racies, their chance corrected accuracies (Cohen’s κ), as well
as how often their (correct) predictions coincided in a tour-
nament approach (see Broomell, Budescu, & Por, 2011).

Reference models. To compare the described models
against a baseline, we also implemented three Bayesian ordi-
nal regression models that inferred participants’ self-reported
risk preferences based on up to five sociodemographic pre-
dictors. The first model included age as the sole predictor,
the second model included sex as the sole predictor, and the
third model included age, sex, years of education, income,
and employment status as predictors. These variables have
been suggested to be systematically associated with individ-
ual differences in risk preference, and in the case of age
(e.g., Mamerow, Frey, & Mata, 2016; Mata, Josef, & Her-
twig, 2016) and sex (e.g., Byrnes, Miller, & Schafer, 1999),
these associations were found to be particularly robust (for
an overview, see Frey, Richter, Schupp, Hertwig, & Mata,
2020). To compare these reference models with the other
two ordinal regression models, we included them in the tour-
nament approach described above, and additionally relied on
the LOOIC-based ELPD. Finally, to compare the reference
models with the initial set of models described above, we
also report Spearman correlations between the model predic-
tions and participants’ self-reported risk preferences.

Procedure and analyses concerning RQ2

To examine the content and sources of the aspects people
rely on during judgment formation (RQ2), we implemented
the following steps.

Participants’ own ratings of their aspects. At the end
of the study, participants provided ratings of each aspect
they had previously listed, concerning (a) how strongly the
aspect supported risk seeking versus risk avoidance (i.e.,
the strength of evidence used in the modeling analysis; see
above), (b) whether the aspect included a previous personal
experience (see Arslan et al., 2020), (c) whether the aspect
included a comparison with another person (see Arslan et
al., 2020; Schimmack et al., 2002), (d) how often participants
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typically experience in their daily lives what they described
in the aspect (i.e., relatively common or rather rare but poten-
tially high-stake events; see Hertwig et al., 2004), (e) whether
the aspect referred to an active choice or a passive experience
(i.e., voluntary or involuntary exposure to risks; Fischhoff,
Slovic, Lichtenstein, Read, & Combs, 1978), and (f) whether
the aspect involved something controllable or uncontrollable
(see Arslan et al., 2020; Fischhoff et al., 1978; Maccrimmon
& Wehrung, 1985). Table 1 provides an overview and a de-
tailed description of the items used.

For each of these dimensions, we provide the distribu-
tions of participants’ ratings, separately for pro- and contra-
aspects, and report post-hoc mixed-effects models to explore
any systematic differences between pro- and contra-aspects.
Specifically, we ran generalized linear mixed-effects models
predicting the various ratings and using the aspects’ direction
(pro or contra) as dummy coded predictors, using by-subjects
random slopes and intercepts (Barr, Levy, Scheepers, & Tily,
2013). We also quantified the differences in the sentiment for
pro- and contra-aspects (see SM sections 2 and 4.2).

External ratings of a subset of 300 aspects. For 300
randomly selected aspects (i.e., about one third of the 857
aspects listed in study 1), we also collected external ratings
from three independent raters (i.e., the first author and two re-
search assistants; using a majority rule to integrate the three
ratings; see SM section 5.5 for further methodological de-
tails).

First, the raters inferred the listed aspects’ strength of ev-
idence, to thus provide an independent validation of partici-
pants’ own ratings. To this end, we provided the same scale
as participants used to evaluate their own aspects.

Second, the raters assessed a range of additional proper-
ties that were not assessed by participants themselves. These
properties stem from five risk categories and have been sug-
gested to be important drivers of and motives underlying
risk-taking behaviors, covering both stable dispositions (i.e.,
traits) as well as situational characteristics (i.e., state vari-
ables), namely: (a) outcome-related properties (e.g., the
magnitude of the positive outcomes; Kahneman & Tversky,
1979; Sitkin & Pablo, 1992), (b) goal/state-related proper-
ties (e.g., whether the goal was to keep or improve one’s
status quo; e.g., Lopes, 1984; Mishra, Barclay, & Sparks,
2017), (c) properties related to cultural roles and personality
(e.g., whether a social norm or one’s personality was men-
tioned; Nicholson, Soane, Fenton-O’Creevy, & Willman,
2005; Sitkin & Pablo, 1992), affect-related properties (e.g.,
whether a feeling of fear or thrill was mentioned; Lerner,
Gonzalez, Small, & Fischhoff, 2003; Loewenstein, Weber,
Hsee, & Welch, 2001; Zuckerman, 2002), and (d) proper-
ties related to life-history (e.g., whether one’s age or children
were mentioned; e.g., Wang, Kruger, & Wilke, 2009). Fi-
nally, we used an other category to classify whether an as-
pect just relativized (e.g., “that depends on the situation”),

or only contained semantically invalid sequences of letters.
Please see SM section 5.5 for the complete list of properties
along with some key references and the full description of
the rating procedure.

Third, the raters inferred the life domains to which the
listed aspects supposedly belong to. To this end we provided
the domains as suggested in one of the most popular domain-
specific risk-taking questionnaires (DOSPERT; Blais & We-
ber, 2006; Frey, Duncan, & Weber, 2020; Weber, Blais, &
Betz, 2002), those suggested in the SOEP (e.g., Dohmen et
al., 2011), as well as those of the evolutionary risk scale
(ERS; Wilke et al., 2014)—overall resulting in 19 different
domains (see SM section 5.5).

Results

In line with previous observations, the self-reports of the
majority of participants (57%) indicated risk-aversion (i.e.,
most participants provided a rating of lower than five on the
scale ranging from 0 to 10), with an average rating of M
= 4.2. The majority of participants (81%) listed between
one and four aspects (M = 3.4; range: 1 – 12). Matching
participants’ overall tendency for risk-aversion, the major-
ity of these aspects were contra-aspects (61%). Moreover,
most participants (82%) only listed either contra-aspects or
pro-aspects, directionally matching their risk preference (i.e.,
risk-seeking vs. risk-averse). Participants’ ratings of their as-
pects’ strength of evidence were relatively consistent within
participants, with an intra-class correlation of .76.2

Our validation of the aspects’ strength of evidence us-
ing external raters showed a high degree of agreement: The
strength of evidence as assessed by the external raters (i.e.,
average across the three raters) and the strengths of evidence
as indicated by participants themselves correlated with rs =

.82. Moreover, in 93% of the cases the three raters classified
the listed aspects correctly (i.e., in line with participants’ own
judgments) as pro- or contra-aspects.

RQ1: Modeling self-reported risk preferences

As outlined above, we followed a two-fold approach to
modeling self-reported risk preferences. First, we compared
six separate models directly sampled from the literature on
judgment and decision making. These models were capable
of predicting self-reported risk preference well, with rs rang-
ing from .78 to .90; note that these values resulted from out-
of-sample predictions using the independent hold-out sets.
Specifically, the correlations between model predictions and
actual self-reports were rs = .90 (VUM), rs = .84 (LAST),
rs = .83 (EXT), rs = .82 (FIRST), rs = .82 (SUM), and
rs = .78 (QT). Moreover, these models clearly outperformed

2This analysis was run with an intercept-only model, with by-
subjects random intercepts predicting the aspects’ strength of evi-
dence.
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Figure 1

Spearman correlations between the different model predictions and self-reported risk preference. QT = Query theory; SUM
= Sum of evidence; EXT = Most extreme evidence; FIRST = First aspect’s evidence; LAST = Last aspect’s evidence; VUM
= Value updating model. SoE = Ordinal regression model with the average strength of evidence per participant as predictor.
WoE = Ordinal regression model with the average weight of evidence per participant as predictor. Whiskers depict the range
of rs in the five folds of the cross-validation within studies. For the pre-/post-diction across studies, the models only used the
aspects participants listed in one study to pre-/post-dict their risk preferences in the other study. “Five sociodemographic
predictors” = Reference model using age, sex, years of education, income, and employment status as predictors. All reference
models were implemented separately for study 1 and study 2 and their respective rss averaged for this plot.

the three reference models, with correlations between the
predictions of the latter and the self-reports ranging from rs

= .14 to rs = .31 (see Figure 1).

Second, we compared a set of ordinal regression models
using the strength of evidence (SoE) and the weight of evi-
dence (WoE) as direct predictors. Corroborating the results
reported above, both models performed well, with rs = .90
(SoE) and rs = .85 (WoE). Moreover, the model including
the strength of evidence as predictor outperformed the model
including the weight of evidence as predictor by eight per-
centage points of correct predictions (see Table 2). Also,
there was robust evidence that the strength of evidence was a
more important predictor than the weight of evidence accord-
ing to the direct model comparison based on the two models’
to-be-expected out-of-sample predictive performance (i.e.,
LOOIC-based ELPDs; see Table 2).

Following the tournament approach proposed by
Broomell et al. (2011), we also gauged the proportion
of identical model predictions of the five ordinal regression
models (i.e., the two models using the strength and weight
of evidence as predictors, and the three reference models).
While some models resulted in highly similar predictions
(i.e., the reference models including only age or sex as
predictors made identical predictions in 97% of the cases),
the two models using the different properties of evidence

as predictors were sufficiently distinguishable (see Table S2
and Figure S5; see also Table 2).

Finally, again in line with the comparison of the models
reported above, both tested properties of evidence proved to
be better predictors than any of the reference models that
used sociodemographic predictors. Specifically, the strength
of evidence model outperformed the best reference model by
18 percentage points, and the weight of evidence model out-
performed the best reference model by ten percentage points
(see Table 2).

RQ2: Sources and content of the listed aspects

Our analyses of people’s cognitive representations of their
risk preferences (see Figure 2) indicated that most partici-
pants retrieved personal experiences (and less so social com-
parisons) when rendering their self-reports (more so for pro-
than contra-aspects: b = 1.87, 95% CI: [0.82, 3.17]). Fur-
thermore, the listed aspects involved mostly active choices
rather than passive experiences (more so for pro- than contra-
aspects: b = 1.44, 95% CI: [0.81, 2.22]), and situations
with rather controllable outcomes (no credible differences
between pro- and contra-aspects: b = 0.24, 95% CI: [-0.52,
1.08]). Across the listed aspects, participants’ answers to
these questions were quite consistent; that is, most partici-
pants rated their respective aspects similarly on a given ques-



MODELING SELF-REPORTED RISK PREFERENCE 9

16%21%

84%79%

0.00

0.25

0.50

0.75

1.00

Pro Contra
Aspects

P
ro

po
rt

io
n Answer

No

Yes

Social Comparison

51%67%

49%33%

0.00

0.25

0.50

0.75

1.00

Pro Contra
Aspects

P
ro

po
rt

io
n Answer

No

Yes

Pers Experiences

68%74%

32%26%

0.00

0.25

0.50

0.75

1.00

Pro Contra
Aspects

P
ro

po
rt

io
n Answer

Contr.

Uncontr.

Controllable

66%86%

34%14%
0.00

0.25

0.50

0.75

1.00

Pro Contra
Aspects

P
ro

po
rt

io
n Answer

Active

Passive

Active Choice

25%19%

24%26%

26%35%

8%

11% 6%

6% 11%
3%0.00

0.25

0.50

0.75

1.00

Pro Contra
Aspects

P
ro

po
rt

io
n

Answer
1/Day

1/Week

1/Month

1/Year

< 1/Year

Once

Frequency

Figure 2

Distributions of the sources and content of the listed aspects from study 1 across all participants and aspects.

tion. Furthermore, the listed aspects were typically not rare
situations or experiences, but frequent encounters in partici-
pants’ daily lives (i.e., the categories once per day, once per
week, and once per month made up for 80.4% and 74.8%
of all pro- and contra-aspects, respectively). Finally, most
aspects had a negative sentiment (see SM section 2), but the
pro-aspects less so than contra-aspects (Mpro−aspects = -0.52;
Mcontra−aspects = -1.12; b = 0.60, 95% CI: [0.40, 0.78]).

As Figure 3 illustrates, positive emotions and feelings as
reflected by the words fun or enjoy often occurred in pro-
aspects, along with words describing positive outcomes such
as reward, gain, or benefit. The picture looked substantially
different for contra-aspects, where lose, money, or safe where
very prominent mentions, along with negative emotions or
feelings expressed by words such as hurt, afraid, or worry.

Our additional analyses using external ratings of the listed
aspects showed that participants mostly retrieved domain-
general statements (79.8%), and if domain-specific state-
ments were retrieved, these were mostly in the domains of
health/safety (9.8%), financial (7.1%), social (4.0%), occu-
pation (3.4%), recreational (2.7%), and kinship (2.0%).3 In
the SM (section 5.5) we report an analysis showing that the
domains put forth by two established domain-specific risk-
taking scales could be recovered well–––that is, in 13 out of
the 15 distinct domains suggested by these two scales, more
than half of the respective items were correctly recovered,
and in eight of the 15 domains all items were correctly re-

covered. Regarding the potential drivers and motives under-
lying risk taking, we found that participants mostly consid-
ered the valence of the potential outcomes (i.e., positive out-
comes in the pro-aspects, but also often in combination with
negative outcomes—i.e., indication of a risk-return trade-off;
and more negative outcomes in the contra-aspects). More-
over, participants often mentioned their positive (in the case
of pro-aspects) and negative feelings (in the case of contra-
aspects) towards taking risks. Finally, in pro-aspects partic-
ipants often adopted an opportunity focus, aimed at improv-
ing their status quo, while in contra-aspects, participants of-
ten adopted a safety focus, aimed at keeping their status quo
(see also Figure S9).

Discussion

The listed aspects—and more precisely, different prop-
erties of evidence thereof, particularly the strength of
evidence—turned out to be highly predictive of participants’
self-reported risk preferences: Overall the cognitive model-
ing approach performed substantially better than using a se-
ries of sociodemographic indicators as predictors (i.e., ref-
erence models), which suggests that people recruit system-
atic information-integration processes when rendering self-
reports of their risk preferences. Crucially, external ratings

3The external raters could select multiple domains per aspect,
which is why these numbers do not add up to 100%.
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Word cloud of the most frequently occurring words, shown separately for pro- and contra-aspects. Larger fonts indicate higher
frequencies of occurrence of the respective words in the aspects listed in study 1. The words risk, take, and avoid were excluded
to increase the visibility of the other words that occurred less frequently than these words that were also part of the formulated
question and thus were often repeated in the aspects (e.g., “I avoid taking risks because...”). The words listed in the word
cloud of pro-aspects had a clearly positive average sentiment (M = 7.07), and those listed in the word cloud of contra-aspects
had a clearly negative average sentiment (M = -3.60)

of the aspects’ strength of evidence were closely aligned with
participants’ own ratings, thus making it unlikely that the
high predictive power of this property of evidence simply
arose due to the close temporal proximity between the re-
spective ratings (note that we also conducted an independent
cross-study analysis as a further robustness check in this re-
gard, see below).

Although we faced some constraints when comparing the
six initial models sampled from the literature—particularly
concerning the role of the order of evidence—a direct eval-
uation of the relative importance of the aspects’ strength of
evidence and weight of evidence yielded clear and corrobo-
rating results. Furthermore, given the structure of our data
it may seem somewhat surprising that the non-compensatory
models were outperformed by the compensatory models (see
Gigerenzer & Gaissmaier, 2011; Gigerenzer & Goldstein,
1996), yet it is important to keep in mind that these differ-
ences in model performance were small.

Participants’ cognitive representations of their risk pref-
erences proved to rest mostly on situations that involved ac-
tive choices rather than passive experiences, suggesting that
most people may think of risk taking as an explicit decision.
The mostly domain-general information retrieved by partic-
ipants tended to focus on the valence of the outcomes, of-
ten referring to explicit trade-offs in line with a risk-return
framework (Weber et al., 2002; Weber & Milliman, 1997). In
pro-aspects, participants often expressed an opportunity fo-

cus, whereas in contra-aspects they often expressed a safety
focus. Moreover, in line with some conceptualizations of
risks (e.g., Bell, 1982; Loewenstein et al., 2001; Loomes &
Sugden, 1982; Mellers, Schwartz, Ho, & Ritov, 1997), many
aspects mentioned positive or negative feelings.

Taken together, the results of study 1 suggest that when
people are prompted to report their own risk preferences,
they may retrieve information from memory and evaluate
how strongly multiple pieces of information support a spe-
cific judgment (i.e., strength of evidence). Thus, on a quanti-
tative level the information-integration processes in the con-
text of evaluating one’s own risk preference appear to share
similarities with those of evaluating external objects (Griffin
& Tversky, 1992; Kvam & Pleskac, 2016).

Study 2

In study 2 we tested a longitudinal hypothesis that logi-
cally follows from the basic assumption that people’s self-
reported risk preferences are robustly rooted in their cogni-
tive representations of idiosyncratic experiences and behav-
iors. Specifically, in RQ3 we tested whether two particular
dimensions of the retrieved information show stability across
time—that is, from study 1 to study 2—namely, (a) whether
people retrieve the identical aspects (aspect stability) and (b)
whether the listed aspects have, on average, a similar strength
of evidence (evidence stability). To illustrate, to the extent
that people sample aspects from a large pool of idiosyncratic
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experiences, they may not necessarily retrieve the exact same
aspects at different occasions (e.g., because different con-
texts may prime the retrieval of a particular type or class of
aspects)—yet this naturally does not preclude the possibil-
ity that the retrieved aspects still suggest a similar degree of
risk preference. Consequently, RQ4 examined whether the
stability of self-reported risk preferences directly hinges on
aspect stability or on evidence stability.

Methods

Of the 250 participants in study 1, 164 accepted an in-
vitation to complete a retest study after an interval of one
month. Of these participants, 150 passed all quality checks
and their data were used for the subsequent analyses (72 fe-
males; mean age: 39.07; range: 19 – 70 years; mean num-
ber of years of education completed: 15.44; modal income:
2,000 - 3,000 USD per month). We deviated from our pre-
registered analysis plan on four minor points (see SM section
3).

The participants who completed both studies did not dif-
fer credibly from participants who only completed study 1 in
terms of their self-reported risk preferences, average strength
of evidence of the listed aspects, average sentiment of the
listed aspects, years of education, or the proportion of fe-
males (see SM section 5.6); however, the former participants
tended to be slightly older (b = 2.90, 95% CI [0.16, 5.40])
and on average listed slightly more aspects (b = 0.73, 95%
CI [0.26, 1.15]). In sum, if at all there were only very weak
indications for systematic selection effects.

Procedure

The design of study 2 was equivalent to that of study 1,
with the exception that we added two questions at the end of
the study. Specifically, we asked participants how well they
could remember the aspects they had listed in study 1, as
well as concerning their intuition of how similar their listed
aspects were across studies. Both of these ratings were pro-
vided on a scale ranging from 0 to 100. Participants again
received compensation of 0.85 USD for their participation.

External similarity ratings to gauge aspect stability

To examine aspect stability, we first obtained similarity
ratings for the listed aspects. To this end, we asked 63 in-
dependent raters (recruited via Amazon MTurk) to judge the
similarities of all possible pairs of aspects that were listed by
each participant across and within the two studies. Pairs of
aspects were partitioned into packages of about 200, and for
each package three raters were asked to provide their judg-
ments using a Likert scale ranging from 0 to 5 (i.e., each rater
rated a total of around 200 aspect pairs, one pair at a time). To
gauge the inter-rater agreement we calculated Kendall’s co-
efficient of concordance (W; Kendall, 1948) for each triplet

of raters who evaluated the similarities of the same aspects
(MW = .56, range = .38 - .77).

We denoted two aspects to be “equivalent” using a very
conservative cutoff of five (i.e., mean similarity rating across
the three raters, implying that all raters had to provide the
highest rating). To obtain the proportion of equivalent as-
pects we divided the number of equivalent aspects by the
maximal number of aspects that could be equivalent; across
studies, the maximally possible number of equivalent aspects
is equal to the smaller number of aspects listed in study 1 and
study 2. As a robustness check, we also used additional ways
to aggregate similarity ratings in the analyses concerning as-
pect stability (SM section 5.4).

Statistical analysis

To quantify the relation between aspect stability and the
stability of the self-reported risk preferences (RQ4a), we
used a gamma regression model with a log link function.
This allowed us to account for the skewness in the absolute
difference scores of the self-reported risk preferences. For
the robustness test with the average similarity rating as pre-
dictor, we again used a gamma regression model with a log
link function.

To quantify the relation between evidence stability and
the stability of the self-reported risk preferences (RQ4b), we
used a linear regression model with both the evidence sta-
bility and the self-reported risk preferences scaled for better
interpretability. In contrast to the relation between overlaps
and change in the self-reported risk preferences in RQ4a, the
variables involved in RQ4b—that is, the change in the aggre-
gated strength of evidence and the change in the self-reported
risk preferences—allow for testing a directional relationship.
Therefore, we did not use the absolute differences but the
directional difference scores of the variables between study
1 and study 2. We again used the default priors implemented
in rstanarm.

Results

Just as in study 1, the self-reports of the majority of par-
ticipants (60%) indicated risk-aversion, with an average rat-
ing of M = 3.81. The majority of participants (78%) again
listed between one and four aspects (M = 3.6; range: 1 –
13), and within participants the number of listed aspects was
quite similar from study 1 to study 2 (rs = .54). On average,
participants indicated that they did not actively remember the
aspects they had listed in study 1 (M = 21.56, S D = 24.89; on
a scale from 0 to 100). Nevertheless, participants appeared
to have an intuition that the aspects they had listed in study
1 were rather similar to those they had just listed in study 2
(M = 65.42, S D = 22.05; again on a scale from 0 to 100).
The strength of evidence of the listed aspects again proved to
be the most important predictor of participants’ self-reported
risk preferences (see Figure 1).
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Finally, in line with previous observations (e.g., Frey et al.,
2017; Mata et al., 2018) participants’ self-reported risk pref-
erences were highly stable at a one-month interval (rs = .80).
The first panel of Figure 4 depicts the distribution of within-
subject differences, which is clearly centered on zero.

RQ3: Aspect stability and evidence stability

We examined aspect stability by determining the propor-
tion of equivalent aspects across studies (see methods sec-
tion). With the strict criterion imposed for classifying aspects
as equivalent, aspect stability was relatively low: Only every
twentieth aspect pair (i.e,. a proportion of .05) fulfilled the
criterion of equivalence.

Yet, the picture was substantially different for evidence
stability: Specifically, the strength of evidence (aggregated
over all aspects listed by each participant)4 remained highly
stable across time (rs = .68), as can be seen in the second
panel of Figure 4. A Bayesian paired t-test corroborated
that there was no credible difference between the aggregated
strength of evidence of a participant’s aspects listed in the
two studies (∆M = -1.39, 95% CI [-3.48, 0.64]).

RQ4: Relationship of the stability of self-reported risk pref-
erence with aspect stability and evidence stability

Aspect stability was not credibly associated with the sta-
bility of self-reported risk preference (b = -1.03, 95% CI [-
2.90, 1.59]; rs = -.12) nor did a robustness test (i.e., using the
average similarity ratings instead of the proportion of equiv-
alent aspects) indicate a credible association between aspect
stability and the stability of self-reported risk preference (b
= -0.43, 95% CI [-0.95, 0.10]; rs = -.20).

Conversely, and as can be seen in the third panel of Fig-
ure 4, evidence stability across the two studies was credibly
and strongly associated with the stability of self-reported risk
preference (β = 0.63, 95% CI [0.50, 0.75]; rs = .45).

Discussion

Study 2 corroborated the results obtained in study 1, and
replicated previous observations of a high temporal stabil-
ity of self-reported risk preference (e.g., Frey et al., 2017;
Mata et al., 2018). More importantly, our analyses revealed
that within participants the listed aspects’ average strength
of evidence remained highly stable across the two studies;
that is, although participants did not necessarily list the ex-
act same aspects across the two studies (low aspect stabil-
ity), they appeared to have sampled and listed aspects from
a pool of idiosyncratic experiences with comparable strength
of evidence (high evidence stability). Crucially, changes in
the strength of evidence were systematically associated with
changes in self-reported risk preferences. In sum, our anal-
yses suggest that people’s internal sampling process results

in the retrieval of aspects that yield high evidence stability—
thus providing a cognitive explanation for why self-reported
risk preferences remain stable across time.

Cross-Study Analysis

Finally, to further clarify the predictive power of the
strength and weight of evidence of the listed aspects, we re-
peated the analyses reported in study 1 by focusing on cross-
study pre- and post-dictions. These analyses were particu-
larly targeted at ruling out the possibility that the high pre-
dictive power of the aspects’ strength and weight of evidence
resulted from a methodological artifact; namely, that the re-
spective ratings were provided in close proximity to the self-
reported risk preferences. Thus, being able to predict (i.e.,
from study 1 to study 2) and post-dict (i.e., from study 2
to study 1) participants’ self-reports of their risk preferences
only using the aspects listed in the other study would consti-
tute substantial evidence for the robustness of our main find-
ings. Naturally, these tests rest on the assumption that peo-
ple’s risk preferences remain at least somewhat stable across
time, a finding that has repeatedly been documented (e.g.,
Frey et al., 2017; Mata et al., 2018).

Methods

Just as in study 2, we relied on the data of the 150 partic-
ipants who completed both studies for this cross-study anal-
ysis. We again implemented the two-fold approach used in
study 1; that is, we performed the cross-study analyses both
with our initial set of six models, as well as with the ordinal
regression models. To this end, we relied on the aspects (and
estimated model parameters) obtained in study 1 (study 2) to
generate predictions for the self-reported risk preference of
study 2 (study 1).

Results

As can be seen in Figure 1, in the cross-study analyses
the predictive accuracies of the six initial models were still
substantial, with rs ranging from .60 to .71. Specifically, the
correlations between model predictions (from study 1) and
self-reports (in study 2) were rs = .71 (VUM), rs = .65
(FIRST), rs = .64 (SUM), rs = .63 (LAST), rs = .63
(QT), and rs = .62 (EXT). Moreover, the correlations be-
tween model post-dictions (from study 2) and self-reports (in
study 1) were rs = .70 (VUM), rs = .64 (FIRST), rs = .64
(SUM), rs = .61 (EXT), rs = .60 (LAST), and rs = .60 (QT).

4In line with our preregistered analysis plan, we used the value
updating model to aggregate evidence stability across the aspects
listed by each participant, because it was the best-performing of the
original models in both studies. Yet, using the arithmetic mean to
aggregate the strength of evidence yielded an equivalent result (rs =

.67).
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Figure 4

Stability of self-reported risk preference (first panel) and stability of the aspects’ strength of evidence (second panel). The
histograms show the distributions of within-subject differences between study 1 and study 2. The relation between changes in
the aggregated strength of evidence and changes in self-reported risk preference is shown in the third panel (rs = .45).

Hence, the predictive performance of all six models still sub-
stantially exceeded the predictive accuracy of the reference
models.

Regarding the ordinal regression models, using the
strength of evidence as predictor again led to the best model
performance even in cross-study predictions, with correla-
tions between model predictions (from study 1) and self-
reports (in study 2) of rs = .72 (SoE), and rs = .68 (WoE),
and correlations between model post-dictions (from study 2)
and self-reports (in study 1) of rs = .68 (SoE), and rs = .65
(WoE). Moreover, also in terms of the accuracy, the model
using the strength of evidence as predictor led to the best
model performance when post-dicting from study 2 to study
1. However, when predicting from study 1 to study 2, the
accuracies of the strength of evidence and the weight of evi-
dence models were virtually identical (see Table 3). Finally,
these two models clearly outperformed the reference models.

In the cross-study analyses, the proportion of identical
predictions between these two models was slightly higher as
compared to the within study analyses (see Table S3), yet still
not at the upper bound (i.e., where each correct prediction of
the worse model aligns with those of the better model) and
thus still distinct in several cases (see also Figure S5). This is
again highlighted in the larger number of distinct predictions
made by the model with the strength of evidence as predictor,
as opposed to the one with the weight of evidence as predic-
tor (see Table 3).

Discussion

The cross-study analyses corroborated the conclusions
drawn in study 1; namely, that the aspects’ strength of ev-
idence is the most important property of evidence for pre-
dicting self-reported risk preferences. As such, these analy-
ses permitted ruling out a potential methodological confound

due to the close temporal proximity between the section dur-
ing which participants listed their aspects, and the section in
which they self-reported their risk preferences.

Of note, although self-reported risk preferences showed a
very high test–retest reliability across the two studies, some
degree of intraindividual variability occurred. In light of this
observation, some drop in model performance is naturally to
be expected when making cross-study pre- and post-dictions.
Notwithstanding this, and crucially, the models using the
properties of evidence as predictors clearly outperformed the
three reference models.

General Discussion

In the two studies presented in this article, we aimed to
shed light on the information-integration processes under-
lying people’s self-reports of their risk preferences, and to
examine people’s cognitive representations thereof. To this
end, we made use of the process-tracing method of aspect
listing and employed cognitive modeling to examine the ex-
tent to which different properties of evidence of the retrieved
aspects are predictive of people’s self-reports. Moreover, we
investigated the stability of the “cognitive input” supposedly
underlying people’s self-reports (i.e., aspect- and evidence
stability), the stability of the output (i.e., self-reported risk
preferences), as well as the relation between stability in in-
put and output. The results suggest three main take-home
messages.

First, the two studies provide evidence for the internal va-
lidity of people’s self-reports of their risk preferences. The
desirable psychometric properties of the respective measures
have increasingly been documented in recent research (e.g.,
Frey et al., 2017; Frey, Richter, et al., 2020; Mata et al.,
2018), and the current analyses suggest a set of reasons for
these observations. Specifically, people’s self-reports ap-



14 STEINER, SEITZ, & FREY

pear to be the systematic result of a quantifiable information-
integration process (see also Jarecki & Wilke, 2018): The
aspects that participants retrieved from their memory dur-
ing this process proved to be highly predictive for their self-
reports—within and across the two studies reported here.
Moreover, the aspects that form the input to this judgment-
formation process mostly comprise situations that people fre-
quently experience in their daily lives (see also Arslan et al.,
2020; Schimmack et al., 2002; van der Linden, 2014; Weber,
2006)—rather than rare and exceptional, and thus potentially
less diagnostic experiences.

Second, our model comparison unveiled several quantita-
tive and qualitative properties of this information-integration
process. From a theoretical point of view, people may con-
sider three different properties of the retrieved information,
namely, the weight, strength, and order of evidence. Whereas
some research has primarily explored the weight of evidence
of retrieved information (i.e., “how many pieces of informa-
tion support a particular judgment?”; Jarecki & Wilke, 2018),
here we also took into account the role of the other two di-
mensions. Our results indicated that the order of evidence
may be largely irrelevant in this context, and people appeared
to be particularly sensitive to the strength of evidence of re-
trieved information; that is, how strongly different aspects
support a particular judgment concerning their risk prefer-
ences. This observation resonates with findings from other
domains of judgment and decision making (Griffin & Tver-
sky, 1992; Kvam & Pleskac, 2016) and suggests that similar
information-integration processes may operate in judgment
formation based on internal and external samples.

Third, our longitudinal analyses across the two studies
illustrated that the properties of the cognitive input in peo-
ple’s judgments remained considerably stable (i.e., evidence
stability), thus providing an explanation for why self-report
measures of risk preference may show a high test–retest re-
liability (i.e., substantially higher than behavioral measures
of the same construct; Frey et al., 2017; Lönnqvist et al.,
2015; Mata et al., 2018). Specifically, the extent to which the
strength of evidence of participants’ listed aspects changed
across time was strongly associated with changes in their
self-reported risk preferences. The process of rendering self-
reports arguably involves drawing internal samples of id-
iosyncratic experiences and past behaviors. According to
our analyses, people retrieve aspects that are quite diverse
in terms of their specific content, but highly similar in terms
of their strength of evidence—and it was the latter dimen-
sion that people were mostly sensitive to when rendering a
self-report. The high degree of evidence stability suggests
that the retrieved experiences, albeit diverse, tend to sup-
port a similar degree of risk seeking or risk avoidance. In
short, when rendering self-reports people may internally ag-
gregate over different situations, and because the resulting
self-reports thus encompass diverse settings, they may end

up being predictive for a wide range of future behaviors and
outcomes (e.g., Duckworth, Gendler, & Gross, 2016; Duck-
worth & Yeager, 2015). This interpretation likely extends be-
yond self-reports of risk preference to domain-specific con-
ceptions of risk preferences, and may also apply in other
areas of psychological research (e.g., Blais & Weber, 2006;
Duckworth & Kern, 2011; Eisenberg et al., 2019; Jarecki &
Wilke, 2018; Sharma, Markon, & Clark, 2014; Wilke et al.,
2014).

Cognitive Modeling as a Tool to Unpack Self-Reports?

As the three take-home messages above illustrate, we be-
lieve that our approach of using a process-tracing method—
along with cognitive modeling—was highly instrumental in
uncovering the information-integration processes and cogni-
tive representations underlying people’s self-reports. This
approach rests on the assumption that judgment and deci-
sion making typically involve information-sampling and -
integration processes, with information being sampled from
either internal or external sources (Fiedler & Juslin, 2005;
E. J. Johnson et al., 2007; Juslin & Olsson, 1997). Yet, to
what extent can one be confident of having identified the
true underlying process? Clearly, the various models imple-
mented here remain approximations of the true psychologi-
cal processes that may operate in people’s minds, and even
good model predictions do not guarantee that one has iden-
tified the “correct” process (see Roberts & Pashler, 2000).
Hence, by increasing the degree of observable data beyond
the self-reported aspects we used as input in our approach
(e.g., reaction times, physiological indicators), lower-level
and more fine-grained inferences concerning specific cogni-
tive processes will become possible.

Nevertheless, we believe that the clear systematicity with
which aspects and self-reported risk preference were related
(within and across studies), the pattern with which stability
in the aspects’ strength of evidence was associated with sta-
bility in self-reported risk preference, and finally, the strong
agreement in the strength of evidence as indicated by partic-
ipants and by external raters are all indicators for the robust-
ness of the approach implemented here. That said, in what
follows we would like to discuss potential limitations of our
studies and suggest avenues for further research in the future.

Limitations and Further Research

Aspect listing. One potential issue of aspect listing—at
least when implemented in the traditional way (i.e., within
one session only)—consists of the close temporal proximity
between the listing of aspects and providing the self-report
itself, hence potentially inflating the respective consistency.
Our design with a retest study permitted addressing this is-
sue directly: Even in the cross-study analyses the predictive
accuracies of the various models were high and far supe-
rior compared to those of sociodemographic predictors. This
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suggests that the good performance of the cognitive models
does not merely reflect a methodological artifact.

Yet, there are potentially even more fundamental issues
related to the method of aspect listing that are worthy of a
careful discussion. As outlined in our introduction, a basic
motivation for employing aspect listing is to avoid having to
prompt respondents to engage in introspection in hindsight;
that is, to reflect on how they had rendered a previous self-
report. Specifically, it has been argued that such retrospec-
tive metacognitive judgments may be unreliable, as people
lack sufficient insight into the cognitive processes underly-
ing their own judgments (Nisbett & Bellows, 1977; Nisbett
& Wilson, 1977). Thus, to avoid this potential issue, meth-
ods such as aspect listing or think-aloud protocols aim to
trace information processing on the fly (e.g., Ericsson & Si-
mon, 1980, 1993). Naturally, there are also some intrica-
cies with this approach, as it evidently rests on the assump-
tion that people are capable of providing veridical reports of
their own, ongoing thoughts—and this assumption may not
always be met, at least not entirely: On the one hand, the
task of sequentially typing in one’s ongoing thoughts may
alter the judgment-formation process to be more systematic,
thus potentially leading to a more structured way of render-
ing a self-report (see Ericsson & Simon, 1980; Fox, Eric-
sson, & Best, 2011). To illustrate, the somewhat stronger
bimodal distribution of participants’ self-reports in our stud-
ies (i.e., as compared to in previous studies; e.g., Dohmen
et al., 2011; Frey et al., 2017) might be a manifestation of
this possibility—although there were no indications for sys-
tematic mean differences, depending on whether self-reports
were provided after or before the actual aspect listing (as in-
vestigated in a pilot study, see methods section of study 1).
On the other hand, assuming that the method of aspect list-
ing does not overly distort the ongoing judgment-formation
process, one still cannot be entirely sure that the listed as-
pects reflect fully accurate memories, as memories of every-
day life events could be altered and transformed (for reviews,
see Koriat, 2007; Koriat et al., 2000). Thus, in future re-
search it will be useful to test whether our findings also hold
for other process-tracing methods such as think-aloud pro-
tocols, which might be more robust in this regard (Fox et
al., 2011). Relatedly, it may be worthwhile to test the extent
to which particular contexts trigger the retrieval of specific
(classes of) aspects, which could in principle explain why
aspect stability (but not evidence stability) was low across
the two studies conducted here. Taken together, people may
not always have direct introspective access to the processes
involved in their judgments and decisions (i.e., particularly
when being prompted to reflect on such processes explicitly
and in hindsight). Yet, under certain conditions and when
using the appropriate methods they may indeed be able to
report on their current thoughts quite accurately, thus provid-
ing reliable insight concerning the underlying cognitive pro-

cesses (e.g., Adair & Spinner, 1981; Berger, Dennehy, Bargh,
& Morsella, 2016; Ericsson & Simon, 1980, 1993; Hurlburt
& Heavey, 2001; White, 1980).

Modeling approach. We have sampled diverse models
from the literature on judgment and decision making that
describe manifold information-integration processes, and
which cover a wide space ranging from simple heuristics to
learning models. As the empirical data imposed some con-
straints concerning the level of detail with which fine-grained
model comparisons were possible, we additionally relied on
a more general model comparison—focusing on the distinc-
tion between the strength of evidence and the weight of ev-
idence. In the future, the employment of yet other process-
tracing approaches (see points discussed above) might allow
for more fine-grained analyses in this respect.

Moreover, as we modeled one self-report per participant,
we estimated the free parameters across individuals. Al-
though this is a widespread procedure in various applications
of cognitive modeling (e.g., Birnbaum, 2008; Erev, Ert, Plon-
sky, Cohen, & Cohen, 2017; Erev et al., 2010), this approach
is not without its problems. For example, not all participants
may rely on the same information-integration processes (e.g.,
Frey, Rieskamp, & Hertwig, 2015; Mata, von Helversen, &
Rieskamp, 2010; Payne et al., 1988) and/or may be best de-
scribed with the same parameter values (e.g., Kellen et al.,
2016; Pedroni et al., 2017). In short, it is unclear to what
extent findings based on the interindividual level general-
ize to the intraindividual level (Molenaar, 2004; Molenaar
& Campbell, 2009), and future research is thus needed to
clarify a potential heterogeneity between different persons’
cognitive processes.

Outcome measures. Finally, future research may also
investigate to what extent our findings extend to self-reports
of domain-specific risk preferences. Jarecki and Wilke
(2018) have examined how cognitive processes potentially
vary across different (evolutionary) content-domains (see
also Wilke et al., 2014). Similar analyses, yet includ-
ing models that take into account the strength of evidence
of retrieved information, could thus also be conducted for
domain-specific risk preferences as are often assessed in psy-
chological research (Rolison & Shenton, 2020; Weber et
al., 2002). One may expect that aspects retrieved for spe-
cific domains of life (e.g., recreation, health, finance) may
be more heterogeneous across domains, but more homoge-
neous within, as compared to those retrieved in response to
a domain-general question as investigated here—which may
ultimately increase aspect stability.

Conclusions

Zooming out, our approach to modeling people’s self-
reported risk preferences involves several contributions that
inform psychological assessment in general, and provides
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theoretical and measurement-related insight into the con-
struct of risk preference more specifically.

First, we bridged two methodological approaches that are
too often employed separately; that is, we investigated self-
reported preferences (as typically employed in psychometric
research relying on questionnaires) by implementing cogni-
tive modeling using a range of different models. Integrating
these approaches proved helpful for a better understanding
of the construct validity of self-reported risk preference, and
we hope that our approach will inspire similar applications
in other areas of psychological research in the future.

Second, our investigations provide substantial evidence
that self-reports of risk preference are robustly rooted in peo-
ple’s idiosyncratic experiences, and are thus internally valid.
Specifically, the desirable psychometric properties of respec-
tive self-report measures—here tapping risk preference, but
potentially also in the case of self-reports of other psycholog-
ical constructs—may emerge as the result of an information-
integration process that aggregates multiple samples that
people draw from their autobiographical memory.

Third and finally, our findings have an important implica-
tion for applied settings: Risk preferences can have a dra-
matic impact on important life outcomes, and are thus fre-
quently assessed in various real-life contexts, such as con-
cerning health- and safety-related matters or when designing
investment portfolios. In doing so, the tool of choice is often
one of numerous self-report measures. These measures may
be not only frugal in their application—but according to our
findings also sound from a psychological perspective.
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Table 2

Performance of the Different Ordinal Regression Models.
Model Accuracy κ Distinct

Predictions
ELPD

Study 1
SoE .42 .37 7 0 [0, 0]
WoE .34 .28 5 -57.4 [-75.0, -39.8]
5 soc. dem. pred. .24 .16 3 -194.6 [-219.6, -169.6]
Sex .19 .11 2 -194.7 [-218.3, -171.1]
Age .20 .12 3 -195.8 [-220.0, -171.6]
Study 2
SoE .33 .27 7 0 [0, 0]
WoE .31 .24 5 -21.4 [-34.4, -8.4]
5 soc. dem. pred. .23 .16 4 -84.8 [-111.6, -58.6]
Sex .20 .12 3 -82.4 [-109.4, -55.4]
Age .21 .13 1 -82.6 [-110.2, -55.0]
Note: Results are based on ordinal regression models (not cross-validated). Accuracy = The proportion of correctly pre-
dicted categories (ratings between 0 and 10). κ = Cohen’s kappa, with a chance level of 1/11. Distinct Predictions = The
number of distinct/unique predictions made by a model (all numbers from 0 to 10 occurred in the empirical data). ELPD =

Estimate of the leave-one-out information criterion based expected log predictive density for a new dataset, relative to the
best model (i.e., SoE)—where lower numbers indicate worse model fit. ± 2 standard errors interval are given in brackets.
SoE = Mean strength of evidence per participant as predictor. WoE = Mean weight of evidence per participant as predictor.
5 soc. dem. pred. = Age, sex, years of education, income, and employment status as predictors. Sex = Sex as predictor.
Age = Age as predictor.
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Table 3

Performance of the Different Ordinal Regression Models in the Cross-Study Analyses.
Model Accuracy κ Distinct Predictions
Fitting in study 1, prediction to study 2
SoE .28 .21 7
WoE .29 .22 5
5 soc. dem. pred. .26 .19 3
Sex .21 .13 2
Age .21 .13 3
Fitting in study 2, post-diction to study 1
SoE .35 .29 7
WoE .31 .25 6
5 soc. dem. pred. .24 .16 3
Sex .22 .14 3
Age .21 .14 1
Note: Predictions are based on ordinal regression models fit within study 1 and 2 (shown in Table 2). Accuracy
= The proportion of correctly predicted categories (ratings between 0 and 10). κ = Cohen’s kappa, with a chance
level of 1/11. Distinct Predictions = The number of distinct/unique predictions made by a model (all numbers from
0 to 10 occurred in the empirical data). SoE = Mean strength of evidence per participant as predictor. WoE = Mean
weight of evidence per participant as predictor. 5 soc. dem. pred. = Age, sex, years of education, income, and
employment status as predictors. Sex = Sex as predictor. Age = Age as predictor.
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